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Differential Privacy (DP) [DMNS06]
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Smaller ε → less “memorization” of individual records

DP training
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[DMNS06] - https://iacr.org/archive/tcc2006/38760266/38760266.pdf
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Memorization is Necessary

[Feldman19] - https://arxiv.org/abs/1906.05271
[BBFST20] - https://arxiv.org/abs/2012.06421
[FZ20] - https://arxiv.org/abs/2008.03703
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[Feldman19], improved in [BBFST20]

[FZ20] - this is a real thing!
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Memorization is Important

● Memorization is how models learn!

All of this world knowledge is memorization!



Can duplication save us?

● In DP, group privacy reduces protection for duplicated examples
● “World knowledge” is more likely to be duplicated



Can duplication save us?

● In DP, group privacy reduces protection for duplicated examples
● “World knowledge” is more likely to be duplicated

A document without duplicates that is OK to memorize



What/why/how do we memorize?

1. What: Can we determine what is ok to memorize?
a. Matthew’s thesis vs Matthew’s emails

2. Why: What application are we memorizing it for?
a. Matthew’s emails might be ok to use in a locally hosted application

3. How: In what way do we memorize it?
a. Verbatim memorization from a thesis is OK with citation



Private Finetuning (e.g. [YNB+21])

1. What: “public” vs “private” data
a. Public: OK to memorize
b. Private: not OK to memorize

2. Why: Application-specific

3. How:
a. Public: Arbitrary memorization
b. Private: Bounded by DP

[YNB+21] - https://arxiv.org/abs/2110.06500, figure taken from paper

https://arxiv.org/abs/2110.06500


SILO Language Models [MGW+23]

1. What: “public domain” vs “high risk”
a. All OK to memorize

2. Why: Generalist model

3. How:
a. Public: Arbitrary memorization
b. Risky: Structurally “removable”

Allows attribution, information flow control

[MGW+23] - https://arxiv.org/abs/2308.04430, figure taken from paper

https://arxiv.org/abs/2308.04430


A Why - Personalization!

Current paradigms:

● Personalize in the prompt
○ Customized ChatGPT

● Personal finetuning
○ Dreambooth (right)

Can we privately make models more 
customizable?

[RLJ+22] - https://arxiv.org/abs/2208.12242, image taken from paper

https://arxiv.org/abs/2208.12242


What’s Next?

● Memorization can be useful and benign

● What/Why/How can help frame new ways of controllably memorizing
○ What: can we automatically detect sensitive data? What happens to models if we remove it?
○ How do we benchmark various approaches?
○ What applications should we just not memorize in?

● PPML is a safeguard, so stay skeptical!


